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Abstract

In order to mitigate the spread of COVID-19 and initiate patient isolation to
reduce its effect, early diagnosis was required, with real-time reverse
transcriptase-polymerase chain reaction (RT-PCR) swab test being the most
commonly used. However, RT-PCR testing was sometimes found to be
lengthy and inaccurate and, in many cases of severe complications of
COVID-19 pneumonia, chest CT scans was preferred. In this paper, we
conducted a study for the detection of COVID-19 from computed
tomography images and compared the obtained results using deep learning
(DL) with a machine learning algorithm (support vector machine (SVM)).
The obtained results using deep learning for COVID-19 prediction were
outstanding and promising. However, in the presence of small databases, the
accuracy of COVID-19 prediction when employing a machine learning
technique (SVM) was slightly higher than that of deep learning. In addition,
the run time with SVM was also shorter.

Keywords: Deep learning; supervised learning; convolutional neural
networks; support vector machines; training; neural network architectures

Introduction

COVID-19 was a pandemic that spread around the world, killed millions of
people, caused severe damage to the economies of all countries, and put the
entire healthcare system under enormous pressure. In order to mitigate the
spread of COVID-19 and initiate patient isolation to reduce its effect, early
diagnosis was required, with real-time reverse transcriptase- polymerase
chain reaction (RT-PCR) swab test being the most commonly used [1].
However, RT-PCR diagnosis often requires retesting because it has a high
false negative rate and takes many hours to complete [2]. In that sense, for
many cases of severe complications of COVID- 19 pneumonia, chest
computed tomography proved to be an alternative method to visualize
thoracic lesions, being more adequate for the detection of COVID-19 than
chest radiography, but at the same time, it is slower, more expensive and not
always available, especially in economically underdeveloped countries.
Face to face to COVID-19 stimulated many researchers and scientific
institutions in the world to search effective methods and techniques that
helped put end to this pandemic. In that direction, the computer vision
community did not lag behind and many papers were published to address
this disease, using mainly X-ray and CT images [3, 4, 5]; and many
researchers proven that chest computed tomography was more effective and
sensitive in detecting COVID-19 than RT-PCR tests [6]. Then, based on
radiographic changes of COVID-19 in CT images, these studies evidenced
that machine learning methods might be able to extract specific features of
COVID-19 and provide a clinical diagnosis prior to RT- PCR testing, saving
significant time for disease control [7]. On the other hand, COVID-19
remains a global public health challenge due to new immune-evasive SARS-
CoV-2 variants

Copy right © Roberto Rodriguez

1|Page


https://aditum.org/

International Journal of Interventional Radiology and Imaging 8

continue to emerge. For that reason, any automated system to
detect COVID-19 from CT images will always be welcome in the
medical field, as automated analysis of biomedical images has been
proven to reduce the workload of radiologists and pathologists; in
addition to offering accurate and faster diagnoses.

Many methods of machine learning have been proposed for bio-
medical image analysis [8, 9], and among them, deep learning
techniques have occupied a prominent position [10, 11], since these
algorithms extract image features automatically and providing
accurate diagnoses. Furthermore, deep learning is known to be
classified into supervised and unsupervised learning, with
supervised learning giving exceptional results in bio-medical
image processing, with performance comparable to that of humans,
and sometimes superior [12]. Supervised learning requires a set of
real data (ground truth) and prior knowledge about the result to be
obtained with that dataset, and a sufficient amount of training
samples is required when working with algorithms based on deep
learning. In many cases, as is in medical data analysis, specialists
lack a suitable large dataset, and when a sufficiently large database
is not available to carry out a good training on the neural network,
the obtained result may be far from the expected one. Therefore,
some traditional machine learning methods should not be
discarded, especially those that have proven to be efficient and do
not require large databases.

In this paper, we carried out a study for automatic detection of
COVID-19 from chest CT scans, and compared the obtained results
using deep learning (DL) and support vector machine (SVM). The
obtained results by using deep learning for COVID-19 prediction
were outstanding and promising. However, in the presence of small
databases, the prediction accuracy of COVID-19 when using a
machine learning technique (SVM) was very similar to that of deep
learning. In addition, the execution time with SVM was also
shorter.

The rest of the paper is organized as follows: In section 2, the
materials and methods are given, and we slightly outline some
theoretical and algorithmic aspects. Here, we will specify on the
database used. Section 3 contains the obtained results and
discussion. We will describe our conclusions in section 4.
Materials and methods

We collected chest CT scan images containing two classes:
COVID and non-COVID from a Hospital selected to admit patients
with disease symptom, which were used to train the proposed
models. Examples of some of these images is shown in Figure 1.
In our study, each class contains 600 COVID-19 positive
individuals and 600 negative individuals (non-COVID-19). We did
not use some method to augment the database (e.g., horizontal
flipping or gamma correction [4]), since the goal of this research
was to test and compare the performance of deep learning against
a machine learning technique.
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Figure 1: Sample images from CT dataset. Patients with COVID,
(@) and (b). Non-COVID, (c) and (d).

We subsequently resized the entire database to a dimension of
100x100 pixels. We resized the database to a dimension of
100x100 pixels, and each image was normalized by dividing the
value of each pixel by the maximum possible value.

Proposed Convolutional Neural Network

In Figure 2, we show the workflow of our CNN model, which we
focused on detecting COVID or non-COVID features from chest
radiographic images and contains multiple blocks, such as
convolution layer, pooling layer, activation function and fully
connected layers that can extract trainable spatial features
adaptively using back-propagation algorithms [13].

Dropout and max-pooling layers do not represent in this
architecture, since these do not contain parameters to be trained.
However, after the max-pooling layer and first fully connected
layer a dropout layer there is. The pooling layer reduces the number
of parameters and filters out only useful features; while a fully
connected layer creates a combination of one or more layers to
convert the features into a one-dimensional matrix or vector.

Each Conv_layers (Filter size = 3, Stride = 1, Activation function =
ReLu, Max-pooling = 2x2, Padding = 0)
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Today, what is done is to use a previously trained architecture and
apply it to the solution of our practical problem by using transfer
learning. Transfer learning is a procedure that trains a model by
using knowledge from previous classification task (and in
accordance with similar goals) to implement a new one. The
transfer learning procedure initializes the previously trained
weights to ensure better learning over the new dataset [14]. In this
procedure, it becomes necessary to change the output of the last
layer of the previously trained model by the number of classes of
the new classification task. Here, the interesting being in this
procedure is that the model that was previously trained can be
retrained on all layers (convolutional layers, pooling layers and
fully connected layers) [4].
We implemented different metrics to measure and quantitatively
evaluate the performance of the learning process and the predictive
power of the models. These were the following: accuracy, recall,
F1 score, confusion matrix and precision [15].
Learning mode
A usual problem in training deep learning models is overfitting,
which produces a good behavior in its training set (high
performance) and poor performance in another dataset. In that
sense, we to mitigate this effect we used mini-batch training, which
too offers the advantage of guaranteeing faster convergence [16].
We used a mini-batch size equal to 10.
It is important to point out, that setting the initial values should be
treated carefully because it might have significant effects on the
following learning steps. We randomly initialized the network
weights, and the samples were drawn from a uniform distribution
in the interval [-I, I], where | was defined as [17],
1=V 6 , (1)

fintfout
where, fin is the number of input units in the weight’s matrix and
fout is the number of output units. The idea is that the weights start
with small values to avoid saturation and slowdown in network
training. However, if they are all set to zeros, the initial outputs
from the network  become zeros and good-for-nothing for the
following steps. If, on the other hand, they are all set to a same
constant, they act like just one neuron regardless of the number of
nodes and neurons in the network. In any case, learning cannot be
adequately improved. For that reason, one should choose different
values in a reasonable range, where the choice of the initial values
depends on activation functions in the network.
We addressed an L2 regularization technique with weight decay
and a coefficient 0.001 on the convolutional layers, which strongly
limited the obtaining of large weights. One should use L2
regularization when one is less concerned about creating a space
network and one wants to configure lower weights. The lower
weight values will typically lead to less overfitting [18].
We used as optimization algorithm the Stochastic gradient descent
(SGD), which is a standard procedure widely used to solve
optimization problems in neural networks, offering very good
results. It works very similarly to Batch/Mini-Batch training,
except that the batches are made up of a random set of training
elements. Since the neural network is trained each time with a
random sample of the entire training set, the error does not decrease
gradually. However, it usually decreases [19].
An important hyper-parameter in the training of a neural network
is the learning rate, which is a key parameter whose proper
adjustment can help to obtain the desired performance, since it
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determines how much the weights are adjusted in each iteration of
the algorithm, as well as serving as a regularization mechanism. In
this work, we use an adaptive technique for CNN training, which
is called Adaptive moment estimates (Adam). Adam estimates the
first (mean) and second (variance) moments to determine the
weight corrections [20]. Adam starts with an exponentially
decreasing average of past gradients (m),

mt =Bl m(t-1)+ (1 - Bl)gt 2

This average serves a similar purpose as the classical moment
update; however, its value is automatically calculated based on the
current gradient (gt). The update rule then calculates the second
moment (vt):

vt = 2v(t-1) + (1 — B2)g2 3)

The mt and vt values are estimates of the first moment of the
gradients (the mean) and the second moment (the uncentered
variance). However, they will be strongly biased toward zero in the
initial training cycles. The first moment’s bias is corrected as
follows,

mt =mt, (4)
1 1-ft
Similarly, the second moment is also corrected as follows,
vt= vt , (5)
1- Bt

These bias-corrected first and second moment estimates are applied
to the ultimate Adam update rule, that is,
xt = x(t—1) — _« nit mt

\/ﬁt+n
where, a is an initial learning rate which in this case was set to
0.001, n is used to avoid divisions by zero which was assigned the
value 10—8 , and B1=0.9, f2=0.999 are other constants. These
values were taken for these parameters according to criteria
appeared in [20]. Furthermore, this publication ([20]) states that
this method is computationally efficient, requires little memory, is
invariant to the diagonal scale change of the gradient, and is
suitable for problems that are large in terms of data/parameters.
Another regularization mechanism we used was the Dropout.
Although dropout works differently than L1 and L2, it
accomplishes the same goal, the prevention of overfitting.
However, the algorithm performs the task by eliminating neurons
and connections, at least temporarily. Unlike L1 and L2, no weight
penalty is added. Dropout does not directly seek to train small
weights. Dropout works by causing hidden neurons in the neural
network to be unavailable during part of the training. Dropping a
portion of the neural network allows the remaining trained portion
to achieve a good score even without the dropped neurons. This
technique decreases the co-adaptation between neurons, resulting
in less overfitting [21].
Most neural network frameworks implement dropout as a separate
layer. These layers function like a normal, densely connected
neural network layer. The only difference is that the dropout layers
periodically drop some of their neurons during training. We added
dropout layers that made the training process efficient, creating a
good relationship between training and model validation accuracy.
In our case, two dropout layers were used with the parameter
p=0.25, this value being the probability that a selected neuron
remains active.
Experimental results and analysis

(6)
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We developed a Python program to carry out the experiments to
make predictions for COVID and non-COVID patients. In
addition, we used cross-validation to split the database into
training, testing and validation set. We communicated with
TensorFlow using Keras, which allowed us to specify the number
of hidden layers and create the neural network. Keras is a higher-
level abstraction for neural networks that one builds upon
TensorFlow.

In order to carry out a quantitative comparison of the results
obtained by using deep learning, we implemented -in Python-, a
classic and efficient machine learning technique, the support vector
machine (SVM). In this case, we used the AutoML system
(AutoSklearn) based on Keras, which it is an Automatics Machine
Learning that attempts to use machine learning to automate itself.
In other words, data is passed to the AutoML application in raw
form, and models are automatically generated.

One aspect of great importance in deep learning is the learning rate,
and this a crucial concept for backpropagation training. Setting the
learning rate can be complex by two aspects: 1) too low a learning
rate will usually converge to a reasonable solution; but the process
might be prolonged, and 2) too high a learning rate will either fail
outright or converge to a higher error than a better learning rate.
Common values for learning rate are: 0.1, 0.01 and 0.001. We used
a learning rate with a value of 0.001.

Since it is possible to calculate the gradient for a training set
element, where these gradients can also be summed in each batch,
updating the weights once per batch, we addressed the mini-batch
training technique, which is widely used and often in the 32-64
element range. In this study, we used a batch size of 50 and 100x
100 size input images.

The above parameters made the training process efficient, creating
a good relation between training and model validation precision
[22]. In this work, we followed a procedure very similar to the one
shown in [12].

It is possible to use cross-validation for a variety of purposes in
predictive models. For example; generating out-of-sample
predictions from a neural network, estimate a good number of
epochs to train a neural network for early stopping and evaluate the
effectiveness of some hyperparameters, such as activation
functions, neuron counts, and layer counts, among other.
However, to try out each of these hyperparameters one will need to
run train neural networks with multiple settings for each
hyperparameter, and it was possible to note that neural networks
often produced somewhat different results when trained multiple
times. This is because the neural networks start with random
weights. Because of this it is necessary to fit and evaluate a neural
network time to ensure that one set of hyperparameters are actually
better than another. Bootstrapping can be an effective means of
benchmarking (comparing) two sets of hyperparameters

Many times, it can be difficult to determine how many epochs to
cycle through to train a neural network. However, overfitting will
occur if you train the neural network for too many epochs, and the
neural network will not perform well on new data, despite attaining
a good accuracy on the training set. Overfitting occurs when a
neural network is trained to the point that it begins to memorize
rather than generalize. Figure 3 shows the learning curves of
proposed model for overfitting, where some fluctuations (random
spikes) can be observed in the validation as the epochs advance
with training. This is indicative of some overfitting and that the
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neuron weights were not uniformly adjusted in the validation
process.

Training vs. validation error for overfitting
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Figure 3. Learning curves of proposed model. (a) Accuracy error,
(b) Loss function.

However, despite the lack of uniformity in learning (occurrence of
some peaks at certain epochs), these peaks decreased in magnitude
as the epochs progressed, indicating an adequate learning process.
Here, the important issue is to split the original dataset into several
datasets; that is, in a training set, in a validation set and, in a holdout
set, which can be construct in several different ways. In many
cases, the performance of a model can be evaluated by graphical
analysis, which often does not provide accurate evidence by taking
a single metric. For this reason, it is necessary to use other
evaluation metrics (accuracy, recall, F1 score, etc.) to perform a
more in-depth comparison of models.

3.1 A comparison of the obtained results with CNNs and Support
Vector Machine

It is known that for tabular data, neural networks often do not
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perform significantly better that different than other models, such
as: Support Vector Machines. In addition, when one applies to
relatively low-dimensional tabular data tasks, deep neural
networks do not necessarily add significant accuracy over other
model types. However, at present most state- of-the-art solutions
depend on deep neural networks for video, audio, text and image
data.

In this case our database was not very unbalanced as in [12], but
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we proceeded in the same way. We selected the SVM method to
carry out the comparison because it has proven its effectiveness
and it was necessary to compare the obtained results with CNN
with a classical machine learning method.

In Table I, we show the obtained results from the evaluation
metrics for the proposed CNN model, while Table Il shows the
results of the evaluation metrics using the SVM model.

Classes
Metrics COVID-19 Non-COVID-19
Precision 0.9233 0.9261
Recall 0.9305 0.9261
F1-score 0.9268 0.9261
Predicted
Confusion Matrix
COVID-19 | Non-COVID-19
COVID-19 241 18
[<5)
Z bn-coviD-] 20 251
Accuracy 0.9283
ing time (min per e 20

Table I: Results of the evaluation metrics for the proposed CNN model

(min per epoch)

Classes
Metrics COVID-19 Non-COVID-19
Precision 0.9264 0.9340
Recall 0.9224 0.9340
F1-score 0.9243 0.9340
Predicted
Confusion COVID-19] Non-COVID-19
Matrix » | COvID-19 214 18
>
(= Non- 18 255
COVID-
19
Accuracy 0.9287
Training time 0.8

Table I1. Results of the evaluation metrics for the SVM model

Copy right © Roberto Rodriguez

5|Page


http://aditum.org/
http://aditum.org/

International Journal of Interventional Radiology and Imaging 8

From Tables | and Il and considering the size of the databases of
patients with COVID-19 and without COVID-19, we can carry out
a deeper analysis of the obtained results. For example, it is evident
(as it was pointed out) that when the database is small machine
learning models do not learn well, which was in correspondence by
the number of false positives and negatives that were classified by
the models (see the confusion matrix). It should be kept in mind
that the correctly classified samples are those that appear on the
diagonal.

Here, the interesting about these results is that when the database
is small or very unbalanced, the DL model learns less than the SVM
model, which it is similar result we obtained in [12]. Note that the
false positives (FP) classified by the DL model were slightly
higher, which is not a symptom of inferiority of the DL model,
since we are in the presence of small databases. Our interest in this
comparison is to analyze that in many cases the most advanced
technique in the state of the art is applied blindly without prior
study of the data. This often leads to the underestimation of already

Aditum Publishing —-www.aditum.org

established machine learning models (as is the case with SVM, for
example). On the other hand, it is a fact that the larger the database,
the more

the neural network learns, but also the more time is required for
training.

It is known that accuracy tends to hide classification errors in
database classes with fewer elements, since these classes have little
weight compared to other classes in larger databases. For such a
reason, one should direct the analysis by taking other metrics to
make the study more accurate in validating the performance of a
model. For example, by taking the F1 score, which is the harmonic
mean between precision and recall, it is observed, in Table II, that
there is a tendency to a higher value for the No-COVID class in the
SVM model.

In Figures 4. 5 and 6, we show three examples of false positive and
false negative patient classification performed by both models in
predicting the COVID pandemic

[

Fig. 4. The three images represent chest CT scans of COVID-19 positive individuals. The classification of the DL model is for (a)
negative, for (b) positive and for (c) negative. The classification by the SVM model is for

(a) positive, for (b) positive and for (c) negative.

e

Fig. 5. The three images represent chest CT scans of COVID-19 negative individuals. The classification of the DL model is for (a)
positive, for (b) negative and for (c) negative. The classification by the SVM model is for

(a) negative, (b) negative and (c) negative.
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Fig. 6. The three images represent chest CT scans of COVID-19 positive individuals. The classification of the DL model is for (a)
positive, (b) positive and (c) positive. The classification by the SVM model was exactly equal.

We do not intend to draw definitive conclusions from these results.
Our objective was to know the performance of both models in
terms of prediction accuracy according to existing databases of
COVID and non-COVID patients. Note that the databases were
used as they were without enlarging their size through affine
transformations. The obtained results showed that in presence of
small databases, established machine learning methods cannot be
completely discarded. For example, the training time of the SVM
model was much lower than the DL model, the obtained results
being very similar.

In many real (non-simulated) applications, the response time of a
technique or algorithm is of vital importance. In the case of
COVID-19 the waiting time of the RT-PCR test to a patient was
crucial because the subsequent implications that this result could
have (as was explained in the introduction). For such reason, the
need to refine the effectiveness of the predictions of these machine
learning models, without discarding the importance and social
impact of this methodology in an era where artificial intelligence
COVers more space.

In the last decade it has become evident that for the good
performance of machine learning models, and mainly for deep
learning, it is of vital importance to have real and large databases.
Although there are numerous numerical methods and
transformations that can be used to expand the database [4], which
could be effective for work not related to human life, in real
situations of medical images associated with a pathology or
diagnosis, the most advisable is to have real and large databases.
Conclusions

In this study, we used a neural network model to perform deep
learning in order to predict COVID-19 disease from chest CT
images that included samples from COVID-19 patients and
samples from healthy individuals (without COVID-19).

We quantitatively compared the obtained results using deep
learning and SVM, and the evaluation metrics in the prediction of
COVID-19 disease were very similar in both models. However, the
training time for the SVM model was much shorter.

We do not intend to draw definitive conclusions from these results.
Our objective was to know the performance of both models in
terms of prediction accuracy according to existing databases of
COVID and non-COVID patients. The obtained results showed
that in presence of small databases, established machine learning
methods cannot be completely discarded.

In the case of COVID-19 the waiting time of the RT-PCR test to a
patient was crucial because the subsequent implications that this
result could have. For such reason, the need to refine the
effectiveness of the predictions of these machine learning models,
without discarding the importance and social impact of this
methodology in an era where artificial intelligence covers more
space
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